
Our approach is one way to formally bridge a gap
between research on emotions in cognitive science,
and the formal approaches to rational agent design
in AI. Well-de�ned notion of emotional states is use-
ful for intelligent systems that are to operate under
time pressure, in multi-agent environments. First,
emotions can serve as control mechanisms that al-
low agents to manage their computational resources
while deliberating about action under time pressure.
Second, well de�ned notions of emotions serve as
vocabulary that the agents can use to describe their
internal states to each other without referring to im-
plementational details. Finally, these notions are
critical when the agents are to e�ectively interact
with humans.
The approach we outlined serves as a point of de-

parture for much of the needed future work. The
de�nitions of emotional transformations can be elab-
orated upon, and more intuitive special cases can be
arrived at. These cases should ultimately �nd their
way into the taxonomy depicted in Figure 1, and be
de�ned in terms of measurable attributes [24]. Fur-
ther, the dynamic models of emotional states, like
the one in Figure 2, can become far more elaborate,
thus allowing the agents to predict the emotional
states of other agents and humans in much more de-
tail. Our current work involves implementation and
experimental validation in simulated air defense en-
vironment in which agents act under time pressure
and interact with other agents and humans. He ex-
pect to show how emotions convey an advantage to
rational agents allowing them to act and interact
e�ectively.
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an emotional state. Further, let IN be the set of all
environmental inputs.

De�nition 2: Emotional transformation is a
function EmotTrans :D� IN

�
!D.

Thus, given an initial emotional state, D, and
a, possibly empty, history of environmental in-
puts IN , the value of the EmotTrans function is
EmotTrans(D; IN ) = D0, where D0 is the agent's
new emotional state. Examples of such emotional
transformations are depicted in Figure 2. D0 may
di�er from D in a number of ways. Below we look
at some possibilities that correspond to some of the
more intuitive emotional states.

Transformations of the action space A

Transformation of the action space A, for example
by narrowing the set of alternative actions consid-
ered to encompass only a small subset of all of the
actions, predisposes the agent to take action from
this smaller set. This constitutes the action ten-

dency that the emotion is invoking in the agent, as
postulated, for example, by Fridja in [12]. In the
extreme, narrowing the set A to a single action im-
plements a behavioral condition-response rule.

Formally,
these are transformationsEmotTrans(D; IN ) = D0

such that D =< Pc(S); A; Proj; U >, and D0 =<
Pc(S); A

0; P roj; U >. An emotional transformation
that implements an action tendency in one for which
A0

� A. For example, an agent becoming angry
may result in it considering only a subset of its be-
havioral alternatives, say, ones of aggressive nature.
A special case of this emotional transformation ob-
tains when A0 is a singleton set, containing only one
behavior. This is an implementation of a emotional
condition-action rule; all three emotional states that
correspond to the Tit-for-two-Tats strategy in re-
peated Prisoner's Dilemma game in Figure 2 are of
this kind since they result in the agent's being ca-
pable of performing only a single behavior.

Another intuitive special case of such transforma-
tion is one that results in the agent's deliberating in
a more short-term fashion, such as it being rushed
or panicked under time pressure. Formally we have:
8a

0

i
2 A0 : t

a
0

i

� tai
, which states that the time hori-

zon of alternative plans considered has diminished.
This is characteristic of human decision-makers;
people frequently become more short-sighted when
they are rushed or panicked, since they have no time
to consider long-term e�ects of their alternative be-
haviors.

Transformations of the utility functions

U

Intuition behind this transformation is that emo-
tions and feelings both implement U , as well as
modify it. Humans evaluate desirability of states
by having positive or negative feelings about them.
Positive or negative emotions or moods may alter
these evaluations by, say, decreasing them, as in
melancholic or depressed moods (when everything
looks bleak), or increasing them, as in elated or
happy moods. Other emotional states can change
the weights of the factors contributing to the utility
ratings (Equation 2).
Formally,

these are transformationsEmotTrans(D; IN ) = D0

such that D =< Pc(S); A; Proj; U >, and D0 =<
Pc(S); A; Proj; U

0 >.
The special case of sadness or melancholy result

in evaluation of the desirability of every state to di-
minish: 8s 2 S : U 0(s) � U (s).

Transformations of the probabilities of

states

The intuition behind this transformation is that
changing these probabilities, for instance by simpli-
fying them, can be helpful and save time under time
pressure. The most radical simpli�cation is one that
makes the most likely state to be the only possi-
ble state or result. This corresponds to considering
only the most likely result of action and neglecting
all less likely states and is often observed in human
decision-makers.
Formally, these are transforma-

tions EmotTrans(D; IN ) = D0 such that D =<
Pc(S); A; Proj; U >, D0 =< P

0

c
(S); A; Proj

0

; U >.
The special case described above obtains is when
the probability distribution P

0

c
, as well as every pro-

jected distribution P
0

i
returned by the projection

function Proj
0

are deterministic.

Conclusions and Future Work

This paper outlined an approach to formally de�n-
ing the notions of emotions of rational agents. Fol-
lowing one of the recent approaches to designing ra-
tional agents based on decision theory [28], we at-
tempted to de�ne emotional transformations, and
the resulting emotional states, as resulting from in-
put the agents receive from the environment. The
emotional states are identi�ed as possible modi�ca-
tions of the decision-making situations the agents
�nd themselves in.
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Figure 1: An Example Taxonomy of Emotional
States

The taxonomy [24] of emotional states in Fig-
ure 1 is aimed at di�erentiating among emotional
states by using values of well-de�ned attributes. It
is clearly desirable to be able to measure the values
of the attributes to be able to determine the cur-
rent emotional state of another agent. Given the
emotional state, its impact on decision-making can
be modeled. Presently, only some of the attributes
di�erentiating various emotional states are directly
measurable; in human agents for example, the posi-
tive and negative values of valence attribute may be
measurable from facial expression recognition tools.
Further, the taxonomy is incomplete in that we (and
our colleagues in cognitive science) do not yet know
what attributes and their values should be used to
di�erentiate among some emotional states.

Our framework also uses a dynamic model of

user's emotional states. Its purpose is twofold: First
it is frequently useful not only to assess the current
emotional state the other agent is in but also to pre-
dict what emotional state will obtain, given the cur-
rent emotion on one hand, and a system's response
or environmental event on the other hand. Second,
since some of the variables that determine the cur-
rent emotional state are not measurable, it may be
possible to infer the current state from the previous
state, if known, and the environmental input. In
Figure 2 we present a very simple example model of
emotions' dynamics. It contains only three emo-
tional states; COOPERATIVE, SLIGHTLY AN-
NOYED, and ANGRY. The transitions among the
states are caused by environmental inputs or re-

COOPERATIVE SLIGHTLY
ANNOYED

ANGRY

Uncooperative

Cooperative

Cooperative

Cooperative

Uncooperative

Uncooperative

Figure 2: Simple Dynamic Model of an Agent's
Emotional States

sponses of the system, and they are divided into
categories of Cooperative and Uncooperative. Using
this dynamic model one can predict that an agent
that is in COOPERATIVE emotional state will be-
come SLIGHTLY ANNOYED given Uncooperative

input. Further, the emotional state of SLIGHTLY
ANNOYED will evolve into ANGRY if another Un-
cooperative response follows.

Dynamic models that use the formalism of �nite
state automata like the one in Figure 2 are common
and used in the �eld of game theory. The simple
example we present here coincides with the Tit-for-
two-Tat strategy used for the Prisoner's Dilemma
game [1, 4, 27]. The advantage of modeling emo-
tional states of the user with the �nite automata
model is that models of this kind can be learned, for
example using an unsupervised US-L learning algo-
rithm [4, 23, 7].

Decision-Theoretic De�nitions of

Emotions

We now outline some classes of transformations of
the decision-making situation of an agent. We call
them emotional transformations, and their results
are emotional states. In other words, an emotional
transformation changes one decision-making situa-
tion, say a NEUTRAL emotional state, into an-
other one, say an ANGRY emotional state. We
assume that the emotional transformations them-
selves are triggered by some environmental input,
IN , the agent experiences. We should caution that
our identifying emotions with such transformations
does not account for all of the richness of emotions
in humans; in fact our decision-theoretic approach
limits our formalization to emotions that impact the
agent's decision making { the emotions that do not
have such impact clearly cannot be accounted for.
Let us denote as D the set of all decision situa-

tions, D, as de�ned by De�nition 1; with the caveat
above, we postulate that each D 2D correspond to



they are. Thus Pc(S) fully describes the information
the agent has about the present state of the world.

The agent can ponder the consequences of its al-
ternative actions. Due to possible nondeterminism
each action, ai 2 A, may lead to many resulting
possible states. The likelihoods of the resulting
states can be speci�ed by another probability dis-
tribution, Pi(S)(2 P), also over S. The process
of determining the probabilities of di�erent results,
i.e., the distribution Pi has been called a probabilis-
tic temporal projection. The projection is a func-
tion Proj : P(S) � A ! P(S); the result of pro-
jecting the results of action ai given the current in-
formation about the state Pc(S) results in the pro-
jected information about the resulting state, Pi(S):
Proj(Pc(S); ai) = Pi(S). The above formulation
does not preclude that the state change due to ac-
tions of other agents or exogenous events; here these
e�ects are implicit and folded into the projection
function [3].

The desirabilities of the states of the world to the
agent are encoded using a utility function U : S !
R, which maps states of the world to real numbers.
Intuitively, the higher the utility value of a state the
more desirable this state is to the agent. The agent
decision problem involves choosing which of the al-
ternative actions in the set A it should execute. One
of the central theorems of decision theory states that
if the agent's utility function is properly formed, and
the agent expresses its uncertain beliefs using proba-
bilities, then the agent should execute an action, a�,
that maximizes the expected utility of the result.

a� = ArgMaxai2A

X

s2S

p
j

i
U (sj); (1)

where the pj
i
in the probability the projected distri-

bution Pi(S) assigns to a state sj 2 S. Frequently,
it is convenient to represent the utility function, U ,
as depending on a small number of attributes of the
states of the world, as opposed to depending on the
states themselves. This is intuitive; humans may
prefer, say, all of the states in which they have more
money, are more famous, and are healthier. The
attributes, say wealth, fame, and health are then
convenient factors in terms of which the utility func-
tion can be expressed. Multi-attribute utility theory
postulates that, in some simple cases, the utility of
a state is a weighted sum of the utilities, U (Xl(s))
of individual attributes:

U (s) =
X

Xl2Attributes

WXl
U (Xl(s)); (2)

where the WXl
is the weight, or intuitively, the im-

portance, of the attribute Xl . Having the weights
of the attributes explicitly represented is convenient
since it enables the tradeo�s among the attributes
the agent may have to make. For example, the agent
may have to give up some of its wealth to improve
its health, and so on.

The elements de�ned above are su�cient to for-
mally de�ne a decision-making situation of an agent:

De�nition 1: A decision-making situation of an
agent is a quadruple: D =< Pc(S); A; Proj; U >,

where S, Pc(S), A, Proj and U are as de�ned above.

The above quadruple fully speci�es the agent's
knowledge about the environment, the agent's as-

sessment as to its possible courses of action, the
possible results of the actions, and desirability of
these results. Our de�nition here is closely related
to that of stochastic processes, and in particular to
Markov decision process (see [3, 28] and references
therein), but it makes explicit the decision problem
the agent is facing by enumerating the alternative
action sequences the agent is choosing among.

Given its decision-making situation, and agent
can compute its best action, a�, as speci�ed in Equa-
tion 1. It is clear that this computation can be fairly
complex. In a multi-agent environment, for exam-
ple, all of the information the agent has about the
physical environment and about the other agents
could be relevant and impact the expected utili-
ties of alternative courses of action. Sometimes the
agent may have information about the other agents'

state of knowledge, which is also potentially rele-
vant. Given these complexities it is clear that a
mechanism for managing the agent's computational
resources is needed. Here, we suggest that emotional
states, as de�ned below, may provide for such abil-
ity.

Emotional States: Classi�cation and

Dynamics

As we mentioned, we will view emotions as trans-
formations of the decision-making situation de�ned
above. First, we briey describe a taxonomy of emo-
tional states and a �nite state machine model of dy-
namics of emotions which can assist agents in mea-
suring and predicting the emotional state of other
agents.



of emotions serve as semantics of emotional terms,
with which the agents can express their own internal
states, understand the states the other agents are in,
and thus predict their actions and interact more ef-
�ciently. Finally, well de�ned emotional states of
self and others are crucial in the agent's interaction
with humans. Frequently, human-computer inter-
action is impeded by the machine being hopelessly
out-of-step with the emotional state of the human
user. However, the users' emotional state, such as
anger, fear, boredom, panic, surprise, joy, or exci-
tation, can be assessed using measurable and in-
ferred factors (facial expression recognition, vocal
intonation, prosody, galvanic skin response, heart
rate and breathing patterns, haptic and tactile feed-
back, body posture [6, 14, 21, 22, 25]), and predicted
from dynamic emotion models based on observed
input events. For example, it should be possible to
predict that an already annoyed human user will not
be calmed down by another system response that is
not along the user's wishes. Thus, it is important
for the machine to model the e�ect the user's emo-
tional state has on the user's decision-making and
his/her tendency for action.

Our approach complements and builds on the ex-
isting approaches to designing rational and socially
competent agents [2, 3, 5, 10, 11, 13, 18, 26, 28,
33, 34]. Such agents should be able to function ef-
�ciently under time and other environmental pres-
sures, and be able to interact and communicate with

other agents. This includes informing each other
about details of the external environment and about
the agents' own internal states, as well as the abil-
ity to model and predict the internal states of other

agents. Apart from the area of multi-agent systems,
our approach has applications in Human-Computer
Interaction (HCI) that range from intelligent tutor-
ing systems and distance learning support systems
(with recognition of expressions signaling interest,
boredom, confusion), to stress and lie detectors, to
monitors of pilots and drivers' state of alertness,
to software product support systems (with recogni-
tion of users being dis/pleased with software prod-
ucts), to entertainment and computer games (en-
joyment, confusion), to ubiquitous computing and
smart houses [19].

Decision-Theoretic Preliminaries

The objective of our research is to develop a fun-
damental understanding of the role and usefulness
of the concept of emotional states in designing in-

telligent arti�cial systems. Our approach draws on
and combines an emerging technology of rational
agent design of Arti�cial Intelligence on the one
hand [3, 8, 10, 28, 30, 34], with research on human
emotions in cognitive science and psychology on the
other hand [9, 15, 16, 17, 20, 24, 29, 32, 31].

We use decision-theoretic paradigm of rational-
ity, according to which rational agent should behave
so as to maximize the expected utility of its actions
(see [3, 10, 28] and references therein). The expected
utilities of the alternative courses of action are com-
puted based on their possible consequences, the de-
sirability of these consequences to the agent,1 and
the probabilities with which these consequences are
thought by the agent to obtain. The main thrust
of our work is to examine ways in which compo-
nents of the decision-theoretic model, i.e., the utility
functions, the set of behavioral alternatives, and the
probabilities of consequences, can be transformed in
ways that that has been recognized in cognitive sci-
ence as interactions between emotional states and
decision-making.

A rational agent formulates its decision making
situation in terms of a �nite set, A, of the alterna-
tive courses of action, or behaviors, it can execute,
which we will call the agent's action space. An al-
ternative behavior, say ai, is a plan consisting of
consecutive actions extending into the future time
tai

, which we will call the time horizon of this par-
ticular plan. Alternative courses of action in set A
can stand for abstract actions as well as for detailed
elaborations; increasing the level of abstraction fa-
cilitates keeping the size of A down to manageable
proportions. We demand that the actions be dis-
tinct and that the set A be exhaustive, i.e., that all
of the possible behaviors be accounted for. Some-
times an \all-else" behavioral alternative is used for
compactness, and represents all other possible be-
haviors except the ones explicitly enumerated.

At any point, an agent �nds itself in some state
of the world, but due to the fact that the environ-
ment may not be fully observable the agent may be
uncertain about the state. The fact that the actual
state may be unknown to the agent can be formal-
ized by specifying the set of all possible states of
the world, S, together with a family of probabil-
ity distributions, P(S), over these states. One of
these distributions, say Pc(S)(2 P), speci�es which
of these states are currently possible and how likely

1Such agents are sometimes called self-interested.



Using Decision Theory to Formalize Emotions

Abstract

We use the formalism of decision theory to develop
principled de�nitions of emotional states of a ra-
tional agent. We postulate that these notions are
useful for rational agent design. First, they can
serve as internal states controlling the allocation of
computations and time devoted to cognitive tasks
under external pressures. Second, they provide a
well de�ned implementation-independent vocabu-
lary the agents can use to communicate their inter-
nal states to each other. Finally, they are essen-
tial during interactions with human agents in open
multi-agent environments. Using decision theory to
formalize the notions of emotions provides a formal
bridge between the rich bodies of work in cogni-
tive science, and the high-end AI architectures for
designing rational arti�cial agents.

Introduction

Our research is predicated on the thesis that concept
of emotions can be formalized and be made useful
in designing arti�cial agents that are to exibly and
adaptively interact with other agents and humans in
open multi-agent environments. Our formalization
starts from the formal description of a rational agent
based on decision theory, according to which agents
act so as to maximize the expectation of their per-
formance measure. This decision-theoretic model of
decision making can be used to formally de�ne the
emotional states of a rational agent. Our de�ni-
tions capture how emotional states transform the
agent's decision-making situation, say, by making
the agent more short-sighted, by altering the agent's
subjective performance measure (preferences), or by
modifying the probabilities that the agent assigns to

0This research is supported, in part, by the O�ce of
Naval Research grant N00014-95-1-0775, and by the Na-
tional Science Foundation CAREER award IRI-9702132.

states of the world for the purpose of expected util-
ity calculations.

Having the formal de�nitions of emotional states
allows us to show how, and why, they are useful.
First, the notions of emotional states are useful as
factors that allow a rational arti�cial agent to e�-
ciently control the use of its computational resources
[30]. For example, any time pressure that the exter-
nal environment puts the agent under should lead
to it being in states that promote faster, possibly
simpli�ed, decision-making. These states, ranging
from, say, \rushed" to \panicked", should mod-
ify the agent's decision-making situation to exclude
weakly relevant information, action alternatives that
are likely to be inferior to others, or possibilities that
have vanishing probabilities of being realized. Al-
ternatively, emotional states can serve as ready-to-
use action tendencies that cut down on the agent's
need for deliberative decision-making. For exam-
ple, if the external environment becomes danger-
ous, the state of \fear" should trigger an action
tendency promoting ight (or an analogous alter-
native depending on the environment).Second, just
as being able to communicate with others about
the external environment is useful during interac-
tions, well de�ned notions of emotional states are
valuable when an agent �nds it necessary to inform
the other agents about its own internal state. In-
stead of having to describe the details of its internal
state, and running the risk of being misunderstood
if the other agents are engineered di�erently, the
agent can use more abstract and universal terms.
For example, notions of stress or panic are conve-
nient to express the fact that the urgency of the sit-
uation forced the agent to look at only short-term
e�ects of its actions. Thus, in the context of com-
munication with other agents, the formal de�nitions


